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Background. Heightened concerns about bioterrorism 
are forcing changes to the traditional biosurveil-
lancemodel. Public health departments are under pres-
sure to follow multiple, non-specific, pre-diagnostic in-
dicators, often drawn from many data sources. As a re-
sult, there is a need for biosurveillance systems that can 
use a variety of analysis techniques to rapidly integrate 
and process multiple diverse data feeds using a variety of 
problem solving techniques to give timely analysis. To 
meet these requirements, we are developing a new sys-
tem called BioSTORM (Biological Spatio-Temporal 
Outbreak Reasoning Module). 

System Description. The main goals of BioSTORM are: 
(1) integration of multiple data sources; (2) scalability; 
(3) responsiveness; (4) integral support of spatial and 
temporal analysis; (5) support for diverse problem 
solvers; and (6) flexible configuration support. 

BioSTORM provides (1) a data broker, which integrate 
disparate data sources into a semantically uniform data 
stream; (2) a data mapper that tailors this data stream to 
the needs of individual problem solvers; and (3) a control 
structure, which manages the data flow in the system and 
governs the deployment of problem solvers; (4) a library 
of statistical and spatial problem solvers. 

Data Broker Raw data are diverse and distributed in 
various databases and files with little common semantic 
structure. Thus, they can be difficult to integrate. The 
data broker uses two components to facilitate data inte-
gration (1) a data source ontology (Pincus, 2003); and (2) 
a software library that uses the ontology to access data. 
The data source ontology provides a semantic structure 
for raw data. It has an explicit vocabulary for describing 
attributes of data and data sources, providing a frame-
work for relating data to shared semantics. The data bro-
ker queries the data source ontology to construct a stream 
of uniform data objects that conform to shared semantics. 

Mapper The data mapper takes the data stream provided 
by the data broker and reduces, abstracts and transforms 
it to a format meaningful to each problem solver, allow-
ing them to ignore the original sources or formats of 
data. Each problem solver must publish an input–output 
ontology describing the data that it wis hes to receive. 
The mapper can then provide each problem solver with a 
customized set of data object by using mapping relations 
between a data stream and the problem solvers. For ex-
ample, a relation can specify that data be aggregated at 
different spatial or temporal granularities. 

Control Structure The control structure coordinates the 
flow of data from raw data, through the broker and map-
per to problem solvers (O’Connor, 2003). It is responsi-
ble for invoking problem solvers when data arrive and 
for feeding them new arriving data through both the bro-
ker and the mapper.  Its overall task is to unify the bro-
ker, mapper, problem solvers, and knowledge bases into 
a coherent, efficient runtime system. It provides a modu-
lar framework to enable concurrent application and struc-
tured evaluation of multiple analytic methods.  

Problem Solvers The system employs a library of prob-
lem solvers, which are classified according to the type of 
analysis they perform (Buckeridge, 2003). This classifi-
cation allows the control structure to identify appropriate 
problem solvers for a specific analysis task and then map 
the required data and knowledge to the problem solvers. 
This library currently contains statistical, spatial, temp o-
ral, and knowledge-based problem solvers.  
Evaluation. We have evaluated the functionality of an 
end-to-end prototype with a number of statistical and 
spatial problem solvers using EMS data from San Fran-
cisco. This required (1) describing the EMS data in terms 
of our data source ontology,  (2) using the data broker to 
convert the raw data into a semantically uniform data 
stream; (3) using the mapper to convert and abstract this 
data stream into the input required by the problem 
solvers; and (4) deploying the problem solvers to process 
their input. The problem solvers identified the annual 
influenza epidemic as validated by data from the Cali-
fornia Influenza Surveillance Project.  

Conclusion.  The BioSTORM systems integrates dispa-
rate data sources into semantically uniform data streams, 
maps these streams to multiple problem solvers, and de-
ploys these problem solvers to conduct surveillance.  
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